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Centrality dependence of charged particle multiplicity at midrapidity in Au ¿Au collisions
at AsNNÄ130 GeV
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We present a measurement of the pseudorapidity density of primary charged particles near midrapidity in
Au1Au collisions atAsNN5130 GeV as a function of the number of participating nucleons. The pseudora-

pidity density,dNch /dhu uhu,1 /( 1
2 ^Npart&), rises from 2.8760.21 in peripheral events (^Npart&;83) to 3.45

60.18 in central events (^Npart&;353), which is 5368% higher thanpp̄ collisions at a similar center-of-mass
energy. This is consistent with an additional contribution to charged particle production that scales with the
number of binary nucleon-nucleon collisions (Ncoll).
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Collisions of gold nuclei at the Relativistic Heavy Io
Collider ~RHIC! provide a unique opportunity to study pa
ticle production in nuclear collisions at the highest availa
energies. In a previous publication@1#, the PHOBOS Col-
laboration presented results on the energy dependence o
pseudorapidity density of charged particles,dNch /dh, pro-
duced near midrapidity for central Au1Au collisions. It

showed that this rises much faster with energy than inp̄p
collisions at similar energies@2#. This has been explained b
the increasing role of hard and semihard processes, which
described using perturbative QCD.

One way to control the ratio of hard to soft production
a fixed beam energy is to vary the impact parameter, or c
trality, of the nuclear collisions. Soft processes, which p
duce the bulk of charged particles inpp and pA collisions,
scale with the number of participating nucleons (Npart) in
the collision @3,4#. Hard processes occur in the interactio
between individual partons in the colliding nucleons and
expected to scale with the number of nucleon-nucleon co
sions, Ncoll . The contribution of both hard and soft pro
cesses to particle production leads to an expected scalin
dNch /dhuh50 asA3Npart1B3Ncoll .

Data from the WA98 experiment at CERN@5# already
indicate possible deviations from simpleNpart scaling even
at SPS energies (AsNN517.2 GeV). A stronger-than-linea
dependence onNpart is observed, well described by a powe
law, dNch /dhuh50}Npart

a , with a51.0760.04.
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Theoretical models of particle production in RHIC coll
sions generally fall into two classes. The first incorpora
the expected scaling mentioned above, using a Glau
model calculation@6# to determine the relationship betwee
Npart andNcoll as a function of impact parameter. TheHIJING
model @7# as well as calculations by Kharzeev and Na
~KN! @8# follow this ‘‘two component’’ approach.HIJING also
incorporates jet quenching and nuclear shadowing wh
modifies the scaling, leading to a linear rise of the norm
ized multiplicity dNch /dh/Npart versusNpart . KN do not
include these additional effects, the only input paramet
being the fraction of particle production from hard proces
and the earlier PHOBOS result. This leads to a depende
of dNch /dh on Npart similar to that measured by WA98.

The second class of calculations, based on parton sa
tion, predict a different dependence on the nuclear geome
For example, the EKRT model@9#, which incorporates a
geometry-dependent saturation scale, predicts a n
constant dependence ofdNch /dh/Npart as a function of
Npart . In Ref. @8#, KN also perform a calculation based o
parton saturation, including the evolution of the gluon stru
ture function. They find thatdNch /dh/Npart scales as
ln(Qs

2/L2), whereQs
2 is the saturation momentum scale whic

depends on the impact parameter. Perhaps fortuitously,
latter calculation is in near-perfect agreement with the ot
KN result atAsNN5130 GeV aboveNpart;70. This sug-
gests that it may be difficult to distinguish the two
component and saturation scenarios except in the most
ripheral events.
©2002 The American Physical Society01-1
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We present the results of a measurement of the cha
particle multiplicity per participating nucleon pair ne

midrapidity, dNch /dhu uhu,1 /( 1
2 ^Npart&), as a function of

Npart . For this measurement, we used a subset of the
PHOBOS detector, which was partially described in Ref.@1#.

To measure the charged particle multiplicity, we us
two of the three silicon detector systems implemented
PHOBOS@10#, each of which has different properties an
thus different systematic effects on the data. The PHOB
spectrometer (SPEC) used for the 2000 data consists of tw
arms, one with 16 (SPECN) and another with six layers
(SPECP). The first six layers of each subdetector subte
21,h,2 and Df,7° aroundf50 (SPECP) and f
5180° (SPECN). The innermost of these layers has
31 mm2 pads while the pads get narrower and taller as
distance from the event vertex increases. The PHOBOS
tex detector (VTX) consists of two sets (VTXT/VTXB) of
two layers which are located above and below the beam~z!
axis. Primarily designed to measure the vertexz position
(zvtx), the pads have very fine segmentation alongz, but are
larger in thex ~horizontal! direction. For events withzvtx
50, the detector coversDf'622° aroundf590° and
270° andDh560.97 aroundh50.

The centrality of the collisions, from which we deriv
Npart , is primarily determined using the energy deposited
charged particles in two sets of paddle counters locate
63.21 meters from the nominal interaction point along t
beam axis, which subtend 3,uhu,4.5. HIJING simulations
@11# suggest that, on average, the paddle signal is monot
cally related to the number of participants, as shown in F
1~a!. This has been verified by the PHOBOS data shown
Fig. 1~b!, which shows an anticorrelation between the pad
signal and the signal from the zero-degree calorime
~ZDCs! @12# which are located at618 m and measure th

FIG. 1. ~a! Simulated paddle signal as a function of the numb
of participants.~b! ZDC signal vs paddle signal for PHOBOS da
at AsNN5130 GeV.~c! Paddle signal with cuts selecting fraction
of the estimated total inelastic cross section.
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forward-going neutral spectator matter. Except for the m
peripheral events, where fragment formation reduces
amount of forward-going neutral energy, this behavior is e
pected if the ZDC signal scales monotonically with 2A
2Npart .

As a consequence of the monotonic relationship betw
the paddle signal andNpart , fractions of the cross section a
selected by the paddle signal@shown in Fig. 1~c!# correspond
on average to the same fractions of the cross section sele
by Npart . To account for the fluctuations of secondaries p
duced in the apparatus as well as ofNpart itself, we actually
calculate^Npart& for fractions of the cross section selecte
using a full simulation of the paddle response based
HIJING andGEANT. This has been done for each of ten bins
the most central 45% of the total cross section~shown in
Table I!. We find that for the PHOBOS setup, ignoring a
sources of fluctuations leads to shifts in^Npart& of less than
2%.

A major source of experimental systematic error in t
determination of̂ Npart& arises from uncertainty in the effi
ciency of our event selection procedure~described in Ref.
@1#! for low-multiplicity events. We have estimated this b
studying the frequency distribution of the number of h
paddle counters, which is sensitive to the most periphe
events, and comparing the results to Monte Carlo simu
tions. By performing the procedure with two different mo
els ~HIJING, RQMD @13#! we estimate a systematic error o
3% and an efficiency of 97%. Unfortunately, an error of
little as 3% leads to errors on̂Npart& on the order of 5% for
Npart,100. This uncertainty accounts for about half of t
total systematic error on the final result described below.

It should be noted that the Glauber model calculat
implemented inHIJING 1.35 uses a Monte Carlo approach.
this, nucleons are randomly distributed according to
Woods-Saxon distribution, and interactions occur with
probability proportional to the overlap of the Gaussi
nucleon density profiles. This is very similar to the procedu
used by the PHENIX Collaboration in a recent publicati

r

TABLE I. For each centrality bin, based on percentile of t
total cross section, we show the number of participants, the er
weighted average of the two measurements ofdNch /dh, and the

final result fordNch /dh/( 1
2 ^Npart&), including the full error esti-

mation.

Measured Derived
Bin~%! ^dNch /dh& ^Npart& dNch /dh/( 1

2 ^Npart&)

0–3 610624 353611 3.4560.18
3–6 550622 32969 3.3460.16
6–10 474618 29168 3.2560.16
10–15 399616 25268 3.1660.16
15–20 336613 21567 3.1260.16
20–25 277611 18066 3.0860.17
25–30 22769 14966 3.0360.18
30–35 18567 12265 3.0060.18
35–40 14966 10265 2.9160.20
40–45 12065 8364 2.8760.21
1-2
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@14#. A different approach is taken by KN@8,15#, who use a
numerical integration of the nuclear overlap function th
should in principle give identical results as the Monte Ca
approach. However, it is well known that these calculatio
are done in the optical limit to make the integrals tractab
While this approximation is reasonable for expressingNch as
a function ofNpart or impact parameter, as is done in the K
calculations, it is known to be inaccurate for estimating
total inelastic cross section@16#. Thus, for the same fraction
of cross section, it can beexpectedto give different results
for ^Npart& relative to a Monte Carlo approach. In fact, w
have found that the two approaches do disagree, and m
over, cannot be brought into agreement by reasonable v
tion of the input parameters~e.g., radius andsNN). The ratio
of Npart from HIJING ~‘‘MC’’ ! over KN ~‘‘optical’’ ! is shown
in Fig. 2 as a function ofNpart from HIJING.

Following the procedure described in@1#, we have deter-
mined the charged particle multiplicity,dNch /dh, at midra-
pidity averaged overuhu,1. The technique is based o
counting ‘‘tracklets,’’ which are three-point tracks consistin
of two points and the measured event vertex. In this analy
we have used combinations of five effective ‘‘subdetector
layers 1 and 2 ofSPECPand SPECN, layers 5 and 6 of
SPECPandSPECN, and the full vertex detector. The larg
number of differently positioned detectors allowed us to c
trol the effects of backgrounds and was used to check
consistency of our analysis technique.

For the spectrometer, the pseudorapidityh and azimuthal
angle f of all hits in two consecutive spectrometer laye
were calculated relative to the primary event vertex. Tra
lets were then constructed by combining pairs of hits in b
layers for which the total angular distanceD5Adh21df2

satisfies the conditionD,0.015, wheredh and df are the
deviations in pseudorapidity and azimuthal angle~in radians!
of the two hits, respectively. If two tracklets share a hit, t
one with the larger value ofD is discarded. A similar trackle
finding algorithm was used for the vertex detector. Trackl
were chosen in the vertex detector as combinations of hit
the two detector layers withudfu,0.3 andudhu,0.04. We
did not use the same measureD as for the spectrometer sinc
the granularity in the vertex detector is substantially coar
in the f direction.

To study the effect of combinatorial backgrounds, we a
lyzed the full data sample with the inner layers of each se
detectors rotated about the beam axis by 180°. While p

FIG. 2. Ratio ofNpart calculated byHIJING ~MC-based estimate
of the full Glauber calculation! over Npart calculated by KN~opti-
cal approximation! vs HIJING. Each comparison is done for the sam
fraction of total cross section, as indicated next to the points.
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serving the gross features of the events~e.g., flow!, the track-
lets extracted from this data set arise exclusively from r
dom coincidences of two hits that satisfy our quality cu
Outside of the cut region, we find that the distribution
track residuals (D for the spectrometer,dh for the vertex!
for the mixed-hit tracklets closely matches those obtain
with the true detector geometry. By normalizing the two d
tributions outside the cuts, we thus obtain an estimate of
combinatorial background in the region of accepted trackl

The high segmentation of the spectrometer in both ps
dorapidity and azimuthal angle leads to a small number
background tracklets, which is substantially larger for t
vertex detector because of its larger pads. In both cases
background level was found to scale with the number
occupied pads. In the spectrometer, the background va
from 1% to 15%, depending on occupancy. The final num
of tracklets is corrected for this combinatorial backgrou
with the measured distribution, smoothed using a seco
order polynomial. The coarser segmentation of the ver
detector leads to a larger contribution from combinator
tracklets. However, since the scaling of the background w
the number of occupied pads is similar in data and simu
tion, we use a global correction factor to take this into a
count. Making an explicit correction similar to the spectrom
eter has a negligible effect~less than 1%! on the final answer.

The proportionality factora between the number of track
lets and the multiplicity of primary charged particles f
uhu,1 was calculated using the results of simulations. P
ticles generated byHIJING were propagated throughGEANT

3.21. The resulting simulated signals were smeared to
count for detector resolution, and subjected to the sa
analysis chain as the real data.

The precise manner in which these proportionality fact
were calculated and used is somewhat different in the sp
trometer and vertex detectors. In the spectrometer,a was
computed as a function ofzvtx and centrality. Since the spec
trometer acceptance is forward of midrapidity, we only i
clude tracklets within a fiducial cut of 0,h,1. Using these
proportionality factors, the raw number of tracklets was c
culated using events in24,zvtx,12 cm. For each central
ity and vertex bin, the background fraction, which depen
on the number of occupied pads, was also averaged ove
selected events and then subtracted from the average nu
of tracklets to obtain the final multiplicity. In the vertex de
tector,a was computed for tracklets inuhu,1 as a function
of zvtx ~for uzvtxu,12 cm) andNouter , whereNouter is the
number of hits in the outer vertex layer. This corrects
both the reconstruction efficiency and the combinato
background. It is more difficult to distinguish these two e
fects in the vertex detector, which lacks the pointing ac
racy of the spectrometer. The final estimate
dNch /dhu uhu,1 was then determined in both cases by av
aging overzvtx in each centrality bin.

The systematic error for the spectrometer is dominated
the accuracy of the vertex determination and the efficiency
the tracklet reconstruction procedure and is estimated to
3%. The uncertainty on the combinatorial background s
traction has been estimated to be 1%. Finally, the uncerta
in the effect of nonvertex backgrounds~which includes weak
1-3
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decays! has been estimated to be less than 1%. Thus,
estimate an error of 4.5%, independent of centrality.

The vertex detector has larger systematic errors, due t
coarser segmentation in thex direction, which makes it less
robust against contamination from nonvertex backgroun
such as delta electrons and weak decays. By considering
the final result varies with changes in the quality cuts a
event generator used, we estimate a final systematic err
7.5%.

The final value ofdNch /dhu uhu,1 is based on an averag
of two separate measurements, one combining the four s
trometer measurements and one with the full vertex detec
Since the systematics are very different for the two differ
analysis techniques, we combine the two results weighted
the inverse of their total systematic error squared to ob
the final results, which are shown in Table I.

The scaled pseudorapidity densitydNch /dhu uhu,1 /

( 1
2 ^Npart&) as a function ofNpart is shown in Fig. 3, with

^Npart& derived usingHIJING. The two different sources o
systematic error, one from the tracklet measurement and
other from the estimation ofNpart , are combined in quadra
ture and shown as a band around the data points. The
on the participant estimation is based on the assumption
we may have misestimated the total cross section by 3%,
systematic error on this quantity. For comparison, we sh
an extrapolation ofp̄p measurements toAsNN5130 GeV
using a procedure described in@2# ~solid circle!, as well as
the PHOBOS measurement of the pseudorapidity densit
midrapidity @1# ~solid square!. For the most central events
the multiplicity is 5368% higher than thep̄p values. Our
results are in good agreement with a recent PHENIX pu
cation @14#.

Three model comparisons are also shown. TheHIJING

model ~solid curve! interpolates almost linearly between th
p̄p point and the previous PHOBOS point@1#. Above this,
we show the KN two-component calculation as a single d
ted curve. Note that the absolute scale in this model w
normalized to the PHOBOS value for the 6% most cen
events@8#. Finally, the saturation results of EKRT~dashed
curve! are nearly constant as a function ofNpart . The data
K.
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appear to disfavor theHIJING and EKRT results. However
they are consistent with the KN result which has the sim
scaling expected by a Glauber model including contributio
to charged particle production proportional toNpart and
Ncoll .
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FIG. 3. The measured scaled pseudorapidity densitydNch /

dhu uhu,1 /( 1
2 ^Npart&) is shown as a function ofNpart ~solid tri-

angles!, with Npart extracted usingHIJING. The error band combines

the error ondNch /dhu uhu,1 andNpart . The solid circle isp̄p data
from Ref. @2#. The solid square is from Ref.@1#. Theoretical calcu-
lations are shown fromHIJING @7# ~solid line!, KN @8# ~dotted curve!
and EKRT@9# ~dashed curve!.
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